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SUMMARY: This paper describes a novel scheme for increasin

applied to systolic pattern matchers.

g the throughput of systolic convolvers. The same scheme can be

Applied to convolution, the scheme involves a particular patterfn of splitting the input stream to yield streams of sufficiently long unit
duratfion to be input into a W1 convolver chain, the utilisation of a number of W1 chain convolvers in parallel, and a system of staggered
merging via addition of the outputs of the parallel convolvers. The speed-up is linear in the number of W1 type convolving elements
utilised but for each speed doubling further splitting and merging circuitry is required.

The scheme introduced here is especially attractive for use in conjunction with bit-serial and digit-serial silicon compilers.

1 Introduction

Convolution is a basic operation in signal processing. In this
paper we use the notation,

N-1
v = Zwﬂwrf - (1)
=0

to describe the convolution of an input stream z; with convolu-
tion weights w; fort =1... N — 1.

~ By introducing a variable yi,; where j ranges from -1 to N, one
can recast the convolution summation as

Yi—1 = 0 (2)
Vij = Yijo1t WiTips (3)
Vi = ¥i,N-1 (4)

The feature of the above formulation is that a single multipli-

- cation and a single addition are performed at each stage of the
iteration. This simplicity is a natural for simple hardware im-
plementation as per the following unit, termed by Kung (1982,
1988) the W1 systolic convolver element.

Yout Yin
Yout —  Yin T WiTipn

Tout ¢  ZIip

Zin Zout

In each machine cycle of duration T the W1 element executes
the algorithm presented above. Note that the two input oper-
ations take place at the beginning of the elements cycle, and
the yout can only be output after the arithmetic operations are
completed.

Stringing a line of W1 elements together, one for each weight,.

yields a convolver as shown:

This is the simplest truly systolic convolver. It is most natural
that input and output streams travel with the same speed, so
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Figure 1: Systolic Array for performing three-fold 1-D
convolution Classified by Kung as type W;

that a ”double-spacing” becomes necessary. As indicated in the
figure, every second quantity in the input stream is one of the
input 23,22, z3, ... while the output stream, which traverses the
one-dimensional systolic array in the opposite direction, likewise
contains the desired y;,y2, ¥s, . . . at every second quantity. Thus
if the individual elements have machine cycle (period) time T,
the throughput frequency is one half the element frequency, and
is (1/2T).

In sum, this design may be characterised as only 50% efficient,
having constant lag, and as having operational frequency 1/2T.

Cohen (1988) has pointed out that using dual weight convolving
elements which use different weights in alternate cycles it is pos-
sible to design a convolver (termed by Cohen the WD) using an
interleaved data stream that is 100% efficient, of constant lag,
and with operational frequency 1/2T.

In this paper we further extend the scheme of stream splitting
used in the WD convolver design (Cohen, 1988) to yield a new
architecture for what is termed the P family of convolvers. In the
Pn, wheren=1,2, ... convolver, there are n convolvers of Kung’s
type W1 per weight. The throughput (= operating frequency) of
the Pn convolver is simply 1/nT , where T is the machine cycle
of the W1 elements. Thus there is a speed-up under this scheme
linear in the number of W1 systolic elements. The overheads for
beam splitting and merging are modest. Each Pn design is 100%
efficient as there are no idle machine cycles for the convolving
elements.

2 A Systolic Pattern Matcher

For this discussion, a systolic element - the M1 - is defined that
is rather more analogous to the W1 convolving element than the
more general element introduced by Foster and Kung (1980).
The M1 element detecls the p.rosence in the input stream of
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a fixed element (character etc), and appropriately ANDs the
cumulative logical output stream element; this is strictly anal-
ogous to the W1 element where the next element in the input
stream is multiplied by the (fixed) weight, and the result arith-
metically added to the cumulative convolution output stream
element. The same topology applied to the the W1 to produce
speed-up through parallelism is relevent to the M1, as illustrated
below:

Yout Yin

Zout —

Yin AND (w; = z;,)
ZTin

Yout

Tout

In the expression above for y,u: the MATCH function (wi = zi)
returns a value 1 for a match, 0 otherwise. (If w;y, is the ’don’t
care’ pattern element a 1 is always returned). In each machine
cycle of duration T the M1 element executes the algorithm pre-
sented above.

Using a pipeline of such M1 convolvers, one for each pattern ele-
ment w; yields a hardware pattern matcher of effective frequency
1/2T.

Yo Y1 0
S S
wo wy Wo
zo z:

Figure 2: Systolic Array for performing patteri. match-
ing: using type M1 systolic elements

For this pattern matcher, with elements wo =a,w; = b, wy =g,
and the input stream

xyzabcdexabce

the output is just

000100000100 .

It is stressed that this is only a limitted pattern matcher, match-
ing a single pattern, but useful to show the relevance of the

systolic approach and the parallelism scheme developed in this
paper. o

3 The P1 Systolic Convolver

In this section we present a design for double stream systolic
convolvers and pattern matchers that operate at 100% efficiency.
This design is termed the P1.

For definitess, the discussion is couched in terms of convolution.
Consider the expression for a 1D convolution:

()

N-1
¥i = E WiTigg
J=0

To simplify the following discussion we introduce (as necessary)
the additional weights

we o= 0§ > N (e)
By making the separation
o= u P )

into even and odd sums per the following, introducing E which
for even N equals (N/2):

E = (N + 1)div2 (8)

wherein

E

pit = Zw2e=i+2e (9)
e=0
E

U= zwl+2czi+2e (10)

e=0

(11)

Implementation is quite direct, using the W1 systolic elements
described above. Consider the design below, termed the P1, in-
volving two parallel arrays of W1 elements, row A containing the
odd weights, and row B contains the even weights. We suppose
that the input stream comprises

Z1, Z2, Z3, ... at unit time T spacing, and that this input stream
enters BOTH rows, but that the stream is lagged by unit time
T before entering row B. The outputs from both convolver rows
are simply added.

4 A A = INITIAL
%! y Y
Tinput r y'+‘ Lht ¢ 2
Ws w3a w)
l Zi43 - Ziq2 Zi41
—>
<
B B
y2, | y2 | y2 = INITIAL
Wy wa wo
| Zig2 Zi41 Zi
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Figure 3: Systolic Array P1: where elements are
W, type the array performs convolutions, using the
weights wq,w;,ws,w3,wq,ws, while if M; are used
this performs pattern matching against the pattern
Wo W1 W W3 WqaWs

Note that there are no idle cycles for the P1, it functions with a
frequency of (1/T).



4 The P2 Systolic Convolver

In order to determine the next member of this family, it is nec-
essary to clarify the objectives. For an input stream with unit
duration T, the P1 involved systolic elements of period 2T, and
involved two parallel streams. For the P2, it is therefore spec-
ified that the systolic elements involved have period 2T. This
entails that the stream through each systolic convolver row shall
comprise elements z; and z;_, , and must involve a four-fold
decomposition of the input stream like so:

Y; v+ 9P+ + 9P (12)

where each term corresponds to a different partition of the con-
volution sum.

F
o= Z WifTitas (13)
f=o0
F
0¥ = D itz (14)
7=0
F
¥ = Z WotasTitatas (15)
£=0
P
W= ) wshgmigate (16)
f=0
(17)
In the above, F is the smallest integer larger than (N/4):
F = (N +38)divs (18)

Clearly a system following this algorithm, will compute in se-
quence y;, yi+2, ... So that there will need to be a double set of
convolver arrays, as shown in Figure 4.

Exactly the same architecture applies to the systolic matcher
based on P2, with M1 elements replacing W1 elements, and
initial value of Y stream being 1 in lieu of 0.

5 Conclusions

The systolic concept of KUNG and co-workers (Kung 1988), is
esgentially a refinement of the pipeline concept, wherein process-
ing elements operating in parallel are encountered sequentially
by a data stream. On the other hand, the P1 and P2 parallel
stream convolvers essentially adjoin the vector processing con-
cept to the systolic. By adding the vector (array) processing
idea to the systolic, some of the limitations of the systolic can
be overcome.

With current fabrication technology, it is now relatively straight-
forward to design systolic elements using bit-serial silicon com-
pilers such as FIRST. (Denyer, 1985). Cathedral (Rajeev et al
1986), BSSC (Yassa et al 1987). However convolvers designed
in this manner suffer throughput limitations. For example, with
10Mhz clock, and 10 unit periods per data element, the pipeline
unit time is just 1076 sec. This is slower than for instance, the
pixel duration in a video frame digitised at 512*512, which is
1.4 %1077, It is clear that utilising the speed-up with the P1
and P2, fuller utilisation can be made of bit-serial design.

Clearly parallel (rather than bit-serial) computation has the
highest throughput - but at a high cost in silicon area. Rather
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than use only bit-serial multipliers, a compromise would be to
use parallel multipliers of a digit size smaller than the word size.
Thus Smith et al (1987) have suggested the use of radix-4 modes
for higher performance in bit-serial computation. Hartley and
Corbett (1988) have made a detailed analysis of efficiency (in
terms of throughput/silicon area) and present as their conclu-
sions that digit/serial is more efficient than word-parallel com-
putation. They determined that for a class of fillter, digit-size
in range 4-8 bit were optimum, and suggested that ”the highest
sample rates can be achieved by splitting the computation into
parallel computational streams ... 4-8 bit [width]”. It is clear
that the parallel scheme of the P1 and P2 are further alter-
natives, whose precise efficiency, especially in conjunction with
digit-serial compilation, remains to be determined.
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Figure 4: Systolic Array P2: This systolic convolver
comprises two identical arrays, with the input to the
left-hand array lagged one unit time with respect to
the right-hand array. The P2 has two W1 elements per
weight, and has a two-fold speed-up with respect to the
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P1. Note that the clocked buffers marked with an X
permit only every second item to pass. The output of
the left-hand array is just unit time lagged with respect
to the output of the right-hand array. Note however
that the period of the W1 elements is two unit times.




